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#### Abstract

On-the-fly CASSCF nonadiabatic dynamics have been used to model the trans-cis isomerization of a model cyanine dye. Our results show that the photochemical generation of the trans versus cis product is dynamically controlled by the presence of an extended cis-trans conical intersection seam that persists along all torsional angles. This in turn suggests that the photochemistry could be completely controlled by controlling the distribution of momentum components in a wave packet excited by laser photolysis in a coherent control experiment.


## 1. Introduction

The possibility of using pulsed femtosecond laser light (via coherent optical control) as a new class of "chemical reagent" appears to be coming closer to reality. (See, for example, the 2004 special issue of chemical reviews devoted to femtochemistry, ${ }^{1}$ and reviews by Rabitz and de Vivie-Riedle, ${ }^{2}$ Brixner and Gerber, ${ }^{3}$ and more recently by Dantus and Lozovoy. ${ }^{4}$ ) The main experimental problem is determination of the laser field. One solution, first proposed in 1992 by Judson and Rabitz, ${ }^{5}$ has been to use a learning algorithm and feedback loop. ${ }^{5-12}$ In these experiments ultrashort laser pulses are used to initiate and then modify a photochemical reaction. The form of the trial pulse sequence and the associated experimental "output" are then fed into an "evolutionary" optimization algorithm which determines a new pulse form. After several cycles a pulse form that generates the desired photochemical product is produced. ${ }^{2,5}$ A key problem is the extremely large range of possible pulse forms, making optimization difficult. ${ }^{1}$ Moreover, this approach is often implemented without any real understanding of the mechanistic processes occurring at the molecular level. The challenge, therefore, is to predict the shape of the controlling laser pulse, using prior knowledge of the potential energy surface.

[^0]Theoretical methods can be used to address this issue, structured laser pulses have been computationally determined using low dimensional model potentials and optimal control theory. ${ }^{13-25}$ However, translating these designs into successful experiments has proven difficult: either the model potentials have been inadequate or the computed pulses have been too difficult to create. Wave packet propagation on low dimensional ab initio potential surfaces has recently been used to rationalize optimal pulse forms. ${ }^{24,25}$ An alternative strategy may be to run theoretical dynamics on a computed potential energy surface. Knowledge of the surface topology (and reaction mechanisms) can then be used to establish either an objective for optimal control theory or limits on the (experimental) search for a pulse form. However, it is not at all obvious which type of molecular systems will be amenable to this approach. In this paper we present a theoretical study of the dynamics of a model cyanine dye. Because of the unusual potential surface topology, involving an extended low-energy conical intersection seam, we believe this type of system might be a useful prototype for design of a coherent control experiment.

When a femtosecond light pulse interacts with a polyatomic molecule it excites a coherent superposition of vibrational modes, creating a nuclear wave packet on an electronic excited-

[^1]Scheme 1

state surface. The subsequent dynamics of the wave packet are complex and are influenced by the location of the conical intersection hyperline or "CI seam", which provides a radiationless decay "funnel" to lower lying electronic states. ${ }^{26-33}$ While the lowest energy point of the CI hyperline has often been taken as a model of the photochemical funnel, dynamics computations have recently been used to explore the nature of the CI hyperline away from the minimum and in many cases have shown that other regions of the seam play an important photochemical role. ${ }^{34-38}$ In this paper the potential energy surfaces (ground and first excited states) are investigated using molecular dynamics in the full space of the molecular degrees of freedom (semidirect dynamics). ${ }^{39}$ The purpose of these computations is to document the nature of the potential energy surface in energetically relevant regions that may lie well away from the minimum energy path. In this way the relevant regions of the potential surface and the nuclear coordinates that dominate the radiationless decay processes are obtained in an unbiased way.

The next step must involve a quantum mechanical treatment of nuclear motion ${ }^{39-43}$ and include the laser field explicitly. Such a treatment must obviously be carried out in a low dimension. The results of our semiclassical dynamics will suggest the important nuclear coordinates and also provide a benchmark to compare with the low dimensional quantum mechanical computations. However, we emphasize that the main purpose of

[^2]

Figure 1. Cartoon representation of the reaction mechanism for ultrafast decay during the trans-cis isomerization of trimethine. Depicted are a typical trajectory (with zero-point energy) and the minimum energy path trajectory. The reaction coordinate is the rotation trans-cis angle, and the branching space coordinates (for simplicity only one of which is included in this diagram) are dominated by symmetric and asymmetric stretch of the terminal $\mathrm{C}-\mathrm{N}$ bonds.
our dynamics computations is to show the nature of the potential energy surface and to suggest a strategy whereby coherent control might be obtained.

Our dynamics computations on the trans-cis isomerization of a model cyanine dye, trimethine (Scheme 1), suggest that the potential surface has the form shown in the "cartoon" of Figure 1. (We emphasize that this is only a cartoon of a potential energy surface in the space of two "distinguished" geometrical coordinates; however our dynamics computations are carried out in the full space of (3N-6) geometrical coordinates.) This cartoon shows that the formation of a cis versus trans photochemical product depends on the structure of molecule as it encounters the CI seam. In our model system, we will show that decay to the cis or trans product is controlled by vibrational motion orthogonal to the steepest descent reaction path. Accordingly, for a coherent control experiment on a system with this type of surface topology, one could, by controlling the distribution of momentum components in the wave packet, select for decay on the cis or trans regions of the CI seam. Looking at Figure 1, it is clear that decay to the trans product could be achieved by enhancing skeletal stretching (branching space) motions perpendicular to the reaction path. In contrast, an increase in production of the cis product could be achieved by reducing energy in this skeletal motion and enhancing torsional motion. These motions are well separated in energy in the ground-state trans isomer; stretching motions occur 1500-1900 $\mathrm{cm}^{-1}$, and torsional motions, $300-700 \mathrm{~cm}^{-1}$. In this paper we make an analysis of results obtained from molecular dynamics calculations carried out for the photoinitiated trans-cis isomer-

## Scheme 2


(b) model compound

ization of a model cyanine dye. We believe this analysis can provide important insights into the mechanisms controlling fluorescence in the real compound.

The cartoon in Figure 1 is consistent with our previously characterized minimum energy path (MEP) computations. ${ }^{44}$ In our previous work, we showed that the $\mathrm{S}_{1}$ MEP from the Franck-Condon (FC) region was dominated by skeletal deformation (single double bond inversion) together with a barrierless rotation about the central bond (trans-cis isomerization). The MEP terminates at a half twisted $S_{1}$ minimum. Nearby, there is a "tipped" conical intersection. ${ }^{26}$ In this work, the detailed nature of the extended conical intersection seam has been extracted from our dynamics simulations as the geometries where the nonadiabatic event or surface hop occurs.

Time-resolved spectroscopic experiments on $1,1^{\prime}$-diethyl-4,4'cyanine (Scheme 2a) have been carried out by Sundström et al. ${ }^{45}$ In the fluorescence up-conversion experiments carried out by Sundström, decay of fluorescence intensity in the FrankCondon region showed a bimodal distribution composed of an ultrafast and a slower decay component. Sundström suggested that the observation of an ultrafast component for fluorescence decay was consistent with relaxation down the MEP. Further at low energies, the ultrafast component becomes an ultrafast rise time. Sundström suggested that this should be associated with a buildup of population near the minimum of the potential energy surface. Nevertheless, based purely on these observations the possibility of additional decay channels cannot be excluded. Based on additional information derived from our theoretical investigation, we are suggesting a modification to the mechanistic rationalization made by Sundström. (Although, both the original and new mechanisms are consistent with the experimental observations.) In particular, our dynamics results suggest that the slow component observed in the experiments at both high and low energy should be assigned to decay through an extended CI seam that runs roughly parallel (but at a higher energy) to the reaction path.

Sundström's experiments were carried out in several different solutions. The time constants obtained in hexanol were much longer than those obtained in propanol. It was suggested that this was due to solvent drag on the bulky quinoline rings. Our dynamics computations have been carried out on a model system where the quinoline rings are absent, and thus our time scales can be expected to be much shorter.

[^3]

Figure 2. (a) Diagram showing the conical intersection cone; depicted are the axes $v_{1}$ derivative coupling and $v_{2}$ gradient difference. (b) The derivative coupling and gradient difference vectors calculated for the $C_{2}$ symmetry conical intersection of the model compound.

The cartoon shown in Figure 1 is crucial to understanding the dynamics results. Accordingly we conclude this introduction with a brief discussion of the geometrical coordinates which are labeled "torsion" and "asymmetric stretch" in Figure 1. The reaction coordinate is the trans-cis isomerization about the central double bond. The two vectors, Figure 2a, that lift the degeneracy at a conical intersection span the branching space. For the cyanine model compound these vectors are the symmetric and asymmetric skeletal deformation coordinates ( $\nu_{1} v_{2}$ ) shown in Figure 2b. Thus the coordinate labeled "branching" space in Figure 1 lies in the space of the two vectors shown in Figure 2b. The conical intersection in Figure 1 appears as a seam (rather than a point) because only one coordinate is taken from the (two-dimensional) branching space and the other is taken from the ( $n-2$-dimensional) "intersection" space.

## 2. Theoretical and Computational Details

We have carried out 200 "on-the-fly" trajectory calculations where the nuclear gradient and Hessian are calculated in the full space of all 3N-6 coordinates. ${ }^{46,47}$ The gradients are obtained using a complete active space SCF method (CAS-SCF) with a $6-31 \mathrm{G}^{*}$ basis set as implemented in the Gaussian suite of programs. ${ }^{48}$ The active space used comprises the $5 \pi$ orbitals and $6 \pi$ electrons necessary to describe the making or breaking of the $4 \pi$ bonds.

The CASSCF method ${ }^{49}$ has been shown to reproduce potential energy surface topology of photochemical reactions qualitatively, both in general ${ }^{37,50-52}$ and for this reaction in particular. ${ }^{44}$ In a previous paper,

[^4]we have compared the CASSCF trans-cis isomerization of trimethine PES (at critical points) against methods that include dynamical correlation. Discrepancies were found at the quantitative level; however, the CASSCF method reproduced a qualitatively correct PES. ${ }^{44}$ Moreover, our trajectories were run with a significant amount of excess energy and thus explore the potential energy surface well above the minimum energy path. Under these circumstances the effects we see are mainly determined by the surface topology. The errors in energetics will mainly affect time scales.

In the dynamics computations, the initial conditions were determined by random sampling ${ }^{53,54}$ of the ground state zero-point (ZP) vibrations which generated a set of (deformed) coordinates and (nonzero) velocities. We have previously shown that such sampling can accurately model the approach to a conical intersection. ${ }^{40}$ It has been shown that a swarm of classical trajectories can (in the short time limit) reproduce the results of computations where the nuclear motion is treated quantum mechanically. ${ }^{20}$

Our direct dynamics algorithm includes surface hopping. ${ }^{55}$ Trajectories were propagated on an adiabatic surface, until a region of strong nonadiabatic coupling was encountered. At this point state-averaged CASSCF was used to ensure both surfaces were treated at the same level. A time dependent electronic wave function (which is a mixture of the CASSCF adiabatic states) was propagated (in concert with the nuclear dynamics) as a solution to the time-dependent Schrödinger equation. The surface hopping probabilities were determined from the weights of the adiabatic states in this wave function. Trajectories were halted shortly after a hop. In the dynamics calculations each point on each trajectory (near the CI seam) requires the solution of SA-CPMCSCF ${ }^{56-59}$ equations with 30 degrees of freedom.

Computation of a fluorescence spectrum ${ }^{60,61}$ for the model trimethine compound is not feasible because of the extremely fast deactivation time. In our computations the aromatic rings and solvent effects are missing. Time scales are significantly affected and are an order of magnitude faster than those in the target system.

## 3. Results and Discussion

Analysis of a Representative Trajectory. We begin our discussion by looking at a representative trajectory in some detail. Figure 3a shows the energy of $S_{0}$ and $S_{1}$ (minus a constant, $E_{\mathrm{S}_{1} \min }$ ) versus time for a typical trajectory, and their difference gives the time dependent $S_{1} / S_{0}$ energy gap. The decrease in size of the energy gap over time is not due to a decrease in the energy of the excited state but is dominated by an increase in the energy of the ground state. The initially sampled velocities and geometries for this trajectory are shown in Figure 4 a and 4 b , respectively. The computed trajectory has two distinct phases. In the first part of the trajectory $(0-45 \mathrm{fs})$, the $\mathrm{S}_{0} / \mathrm{S}_{1}$ energy gap decreases rapidly as the molecule moves away from the FC point toward the CI seam, and a quasi translike geometry, Figure 4c. A comparison of Figure 3b (bond lengths) and 3 c (torsion angle) indicates that this initial motion is dominated by skeletal deformation, with local stretching of the $\mathrm{C}_{3}-\mathrm{C}_{4}$ bond (atomic labels are given in Scheme 1). However, decay does not occur on the first close encounter with the CI seam because the energy gap is still relatively large, 6.27

[^5]

Figure 3. (a) Energy profile for a typical trajectory, the energies shown are reported relative to the (time independent) energy of the local $S_{1}$ minimum. (b) Bond length oscillations over time for a typical trajectory. Solid lines and points (circles and diamonds) show terminal $\mathrm{C}-\mathrm{N}$ bonds, dashed lines and open points (squares and triangles) show internal $\mathrm{C}-\mathrm{C}$ bonds. When the trajectory enters a region of nonadiabatic coupling, the time step is reduced giving rise to an increase in the density of points. (c) Level of distortion from the trans structure as measured by the angle theta, $\tau=\operatorname{abs}\left[\theta_{1}+\theta_{2}-360^{\circ}\right]$ where $\theta_{1}=\tau\left(\mathrm{N}_{1}-\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}\right)$ and $\theta_{2}=\tau\left(\mathrm{N}_{5}-\right.$ $\mathrm{C}_{4}-\mathrm{C}_{3}-\mathrm{C}_{2}$ ) (see Figure 4) where the range of $\theta_{1}$ and $\theta_{2}$ is $0-360^{\circ}$ and thus $\tau=0^{\circ}$ in trans-trimethine and $\tau=180^{\circ}$ in cis-trimethine.
$\mathrm{kcal} \mathrm{mol}^{-1}\left(26.25 \mathrm{~kJ} \mathrm{~mol}^{-1}\right)$, and the system continues to evolve on the excited state surface $S_{1}$. (A graph showing the evolution of the electronic population over time is included in the Supporting Information.) In the second phase, after 60 fs , twisting begins, Figure 4 c , followed by decay at 89 fs through the CI seam (close to the minimum on $\mathrm{S}_{1}$ ) at a cis-like geometry, Figure 4d. Once a molecule has decayed it evolves on the ground state; the probability of a "jump up" is close to but not exactly zero. An advantage of using the CASSCF method is that we can monitor both the ground and excited states at the same time, irrespective of which state is driving the dynamics. Notice that skeletal relaxation is fast and that by 60 fs the $\mathrm{C}_{3}-\mathrm{C}_{4}$ bond length is already $1.7 \AA$. This allows the two ends of the cyanine molecule almost free rotation relative to each other. A distinguishing feature of most trajectories is a smooth and steady change along this torsional "reaction coordinate". The lower
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Figure 4. Initial velocity (a) and displacement (b) for the typical trajectory analyzed in Figure 3, and the geometry of the cyanine molecule in the region of the CI on (c) the first approach and (d) the second approach (at which decay occurs). In model $b$ the numbers above and below selected bonds in the $\mathrm{N}-\mathrm{C}-\mathrm{C}-\mathrm{C}-\mathrm{N}$ backbone indicate the extent of distortion from the ground state geometry. In models $\mathrm{b}-\mathrm{d}$ the terminal torsion angles $\theta_{1}=$ $\tau\left(\mathrm{N}_{1}-\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}\right)$ and $\theta_{1}=\tau\left(\mathrm{N}_{5}-\mathrm{C}_{4}-\mathrm{C}_{3}-\mathrm{C}_{2}\right)$ are given. Theta is the deviation from a trans conformation, $\tau=\mathrm{abs}\left[\theta_{1}+\theta_{2}-360^{\circ}\right]$ where the range of $\theta_{1}$ and $\theta_{2}$ is $0-360^{\circ}$ and thus $\tau=0^{\circ}$ in trans-trimethine and $\tau=$ $180^{\circ}$ in cis-trimethine. In models c and d the bond length of the highly stretched $\mathrm{C}_{3}-\mathrm{C}_{4}$ bond is given. Numerical data are available in the Supporting Information.
frequency rotational motion is thus superimposed on higher frequency degeneracy breaking (bond stretching) vibrations. Cis-trans torsional motion leads down the MEP, while bond stretching motions (orthogonal to the torsional vibration) lead toward the CI seam. Thus the locus of radtionless decay (crucially) depends on the relative kinetic energy in these skeletal and torsional coordinates. The oscillatory features in Figure 3a and b differ because Figure 3 b represents a single vibrational mode, while the rapid oscillations in the fine structure of Figure 3a reflect a rapid exchange of kinetic and potential energy within all the vibrational modes.

Global Analysis of Dynamics Data. We now turn to a global analysis of our trajectory results. Of course, given the small number of trajectories, we cannot claim statistical validity. Nevertheless, we believe that the general trend is already completely obvious and thus some general conclusions can be drawn.

Figure 5a shows the twist angle (reaction coordinate) at the nonadiabatic hop to $\mathrm{S}_{0}$ for all our trajectories. Figure $5 \mathrm{~b}-\mathrm{d}$ show the angular distribution over various time intervals. These data need to be examined in conjunction with Figure 6 where we have shown the excited state population corresponding to a given


Figure 5. Distribution of the angle theta when molecules pass through the CI seam. Theta is the deviation from a trans conformation, $\tau=\operatorname{abs}\left[\tau_{1}+\tau_{2}\right.$ $-360^{\circ}$ ] where $\theta_{1}=\tau\left(\mathrm{N}_{1}-\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}\right)$ and $\theta_{2}=\tau\left(\mathrm{N}_{5}-\mathrm{C}_{4}-\mathrm{C}_{3}-\mathrm{C}_{2}\right)$ where the range of $\theta_{1}$ and $\theta_{2}$ is $0-360^{\circ}$ and thus $\tau=0^{\circ}$ in trans-trimethine and $\tau=180^{\circ}$ in cis-trimethine. The insets $\mathrm{b}-\mathrm{d}$ show the angles theta for molecules passing through the CI seam over the time intervals (a) 0-30 fs , (b) $30-60 \mathrm{fs}$, and (d) $60-90 \mathrm{fs}$.
ground to excited state energy gap. In interpreting Figure 6 we associate the largest energy gap, Figure 6a, with the FranckCondon region, and the smallest energy gap, Figure 6d, with the region adjacent to the CI seam. Remember that Figure 3 contains data for a single trajectory, while Figures 5 and 6 represent data for all 200 trajectories.

We begin with a discussion of the data showing the twist angle irrespective of time, Figure 5a. It is clear that the hop geometries span a full range of twist angles, and thus, the CI seam is energetically accessible at all twist angles. This verifies the topological features depicted in the cartoon of Figure 1 and demonstrates that the CI seam runs roughly parallel to the reaction path.

The population shown in Figure 6a corresponds, at least approximately, to the population in the Franck-Condon region. There are clearly two temporal distributions, a fast and slow decay, in agreement with the experiments of Sundström et al.

Now let us consider the "shape" of the wave packet in the region of the conical intersection seam (that is, the population versus distribution in twist angle plus branching space coordi-


Figure 6. Number of molecules on $\mathrm{S}_{1}$ with an energy gap $\Delta E=E_{1}-E_{0}$ among (a) $75-100 \mathrm{kcal} / \mathrm{mol}$, (b) $50-75 \mathrm{kcal} / \mathrm{mol}$, (c) $25-50 \mathrm{kcal} / \mathrm{mol}$, and $0-25 \mathrm{kcal} / \mathrm{mol}$ plotted against the time (in 5 fs intervals). Note that molecules can pass through an energy domain and then re-enter it at a later time and that decay through an CI seam results in a gradual population loss.
nate). This information is obtained by comparing the data in Figure 5 (hop geometry) with the data in Figure 6d ( $\mathrm{S}_{1}$ population with a small energy gap). First, from Figure 5, it can be seen that, by the time the wave packet reaches the CI seam, almost all twist angles are populated. Thus upon leaving the Franck-Condon region, the wave packet has spread very rapidly to cover all twist angles, within the first 30 fs as shown in Figure 5b. The wave packet then evolves toward the CI seam more slowly. This can be seen by comparing the initial decay shown in Figure 6a, corresponding to rapid movement out of the FC region (and along the reaction coordinate), with the slower decay features of Figures 6 c and 6 d . The rise time shown in Figure 6c and 6d correlates with the population decay in

Figure 6a and corresponds to the increasing population in the region of the CI seam. Thus the fast process is associated with trans-cis twisting, and the slower process can be associated with spread of the wave packet toward CI seam. Thus, the wave packet rapidly spreads down the reaction coordinate (minimum energy path) and then expands perpendicular to this up into the CI seam.

How does the previously discussed sample trajectory (Figure 3) contribute to this global picture (Figures 5 and 6)? We chose this particular trajectory because it contains, on a time scale slightly slower than the average trajectory, many important features. The sample trajectory approaches the CI more slowly than the average trajectory; most take $<60$ fs to reach the CI and contribute to Figure 5b and c. The sample trajectory, unlike the bulk of trajectories, does not hop on the first approach to the CI but continues to evolve on the excited state, hopping relatively late at 89 fs , and thus contributes to Figure 5d. Accordingly, on average, the hop time is much shorter and the torsion is much faster than depicted in the sample trajectory.

We briefly summarize the salient points of the previous discussion. Our dynamics results are consistent with the cartoon shown in Figure 1 and demonstrate the existence of an extended conical intersection seam. Our dynamics show that by the time the wave packet reaches this seam essentially all torsional angles are populated. The general form of the excited-state populations with a large energy gap (Franck-Condon region) and small energy gap (vicinity of the CI seam) shown in Figure 6 are consistent with the experimental results obtained by Sundström et al. However, the dynamics calculations have shown that the mechanistic process at a small energy gap is consistent with a wave packet containing a wide distribution of twist angles, rather than evolution to the fully twisted geometry (ca. $107^{\circ}$ ) and then subsequent decay.

Finally, we should comment that the dynamics observed here are in marked contrast with the $Z \rightarrow E$ photoisomerization of the Z-pentadieniminium cation, a minimal model for the biologically relevant chromophore retinal. ${ }^{13}$ While the CI seam in the Z-pentadieniminium cation system extended to regions of zero twist, the dynamics showed (in contrast to the current case) that the seam is only accessed near the minimum CI point (i.e., at twist angles $70^{\circ}-92^{\circ}$ ) and thus is not sampled for small twist angles. This selectivity is a result of the shape of the $S_{1}$ surface, and the position of the CI seam relative to the MEP.

## 4. Conclusions

The dynamics results presented in this paper suggest a potential energy surface of the form shown in Figure 1 for the model cyanine dye, trimethine. The dynamics results reported in Figure 6 (showing the time decay of the excited state populations) are in qualitative agreement with experiment. ${ }^{5}$ This lends some consistency to the theoretical observation that the nonadiabatic transition (or surface hop) takes place over a complete range of twist angles (from trans to cis) and not just at the minimum energy point on the conical intersection seam.

In the interpretation of their experiments Sundström et al. assumed the simple model of "sand flowing through a funnel". They assumed that radiationless deactivation occurred only after the system had evolved to the excited-state minimum on the potential surface. In contrast, our dynamics results suggest that radiationless decay occurs along an extended conical intersection seam.

These results suggest a molecular mechanism for coherent control that might be used to provide a new paradigm for coherent control experiments. In the current dynamics computations, initial conditions were determined by the zero-point energy distribution of the ground state. In a coherent control experiment one could attempt to control and change the momentum components of the wave packet and hence select for decay at the cis or trans regions of the CI seam.

The theoretical design of a coherent control sequence must ultimately involve running theoretical dynamics on a computed potential energy surface where the laser field is explicitly included. The model for this can be seen, for example, in the theoretical work of de Vivie-Riedle ${ }^{22,23}$ or Gonzâlez, ${ }^{24}$ where both optimal control methods and wave packet dynamics have been used. The point that we have established in this paper is that, because of the extended low-energy conical intersection seam, this type of system might be a useful prototype for coherent control experiments. Our results suggest a wave packet with significant components near the $\mathrm{C}-\mathrm{N}$ stretching frequencies $\left(1900 \mathrm{~cm}^{-1}\right)$ or momentum components perpendicular to the reaction path might force the wave packet through high energy points of the CI seam resulting in preferential formation of the trans-isomer, while a wave packet with very little contribution from the high energy region of the spectrum should
propagate the wave packet along the torsional reaction path ( $300-700 \mathrm{~cm}^{-1}$ ), resulting in preferential formation of the cisisomer. Designing an actual laser pulse sequence needs both optimal control methods and wave packet dynamics. Experimentally, this would need to be combined with a learning algorithm and feedback loop strategy.
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